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Application Classes Motivating Widely 
Distributed Computing Environments

♦ Computational modeling, multi-disciplinary 
simulation, and scientific data analysis with a 
world-wide scope of participants – e.g. aviation 
safety, observational cosmology, climate modeling

♦ Real-time data analysis and collaboration involving 
on-line instruments, especially those that are 
unique national resources – e.g. wind tunnels, 
turbomachine test cells, Mars sample laboratory
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Motivating Applications

♦ Generation, management, and use of very large, 
complex data archives that are shared across 
global science communities – e.g. Earth 
environment data (EOS), human genome data

♦ Collaborative, interactive analysis and visualization 
of massive datasets by multi-Center teams – e.g. 
wind tunnel data, air/space frame design data
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Motivating Applications

Multi-disciplinary Simulations

Multi-disciplinary simulations provide a good example 
of a class of applications that are very likely to require 
aggregation of distributed computing, data, and 
intellectual resources.

Such simulations – e.g. whole system aircraft 
simulation and whole system living cell simulation – 
require integrating applications and data that are 
developed by different teams of researchers 
frequently in different locations.



5
Vision for the Information Power Grid

Motivating Applications - Multi-Disciplinary Simulations

The research teams are the only ones that have the 
expertise to maintain and improve the simulation code 
and/or the body of experimental data that drives the 
simulations. This results in an inherently distributed 
computing and data management environment.

Consider a vision for Aviation Safety:

How do we simulate the entire commercial airspace 
of the country?

(Yuri Gawdiak (VNAS) and Bill McDermott, NASA 
Ames, John Lytle and Gregory Follen, NASA Glenn 
(NPSS)).
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Motivating Applications - Multi-Disciplinary Simulations

This vision is being approached through a set of 
increasingly complex and computationally intensive 
integrations:

♦ Component simulations are combined to get a 
system simulation.  
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Motivating Applications - Multi-Disciplinary Simulations

Issues for combining component simulations

- wrapping the simulation code

- composing these codes

- coordinating resources for executing the multiple 
components 

♦ Multiple system simulations are coupled to 
represent pieces of a device.
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Motivating Applications - Multi-Disciplinary Simulations

Multi system simulation issues:

- multi-Center interactions - component 
parameters maintained by discipline experts

-  shared compute and data resources

♦ Whole device simulations are produced by 
coupling all of the subordinate system simulations.
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Motivating Applications - Multi-Disciplinary Simulations

Whole device simulation issues:

- increasingly complex interaction of models and 
data

- scaling of computing and networking capacity by 
O(10)

♦ Devices are inserted into a realistic environment.
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Motivating Applications - Multi-Disciplinary Simulations

Issues:

- the operating environment must be incorporated 
into the simulation, which effectively established 
further coupling of the system simulations

♦ Devices and environment are combined for 
operational systems simulation.
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Motivating Applications - Multi-Disciplinary Simulations

Issues: 

- overall system operational models and 
parameters must be incorporated, which 
introduces “indirect device” interactions

- scale computing and networking by O(10000)

♦ Clearly such simulations will need to use 
aggregated computing, data, instrument, and 
intellectual resources across multiple NASA 
Centers.



17
Vision for the Information Power Grid

Current Environment

♦ Some good tools, with others being developed 

♦ Very little persistent common infrastructure
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The NASA Environment Today
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Current Environment

♦ Result is that most distributed application 
environments deal with a restricted set of 
resources in an ad hoc way, and every project 
re-invents this scenario  
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Internet and Communication Services

national user facilities

Distributed 
Resources

Problem Solving Environments Current Distributed 
Applications

PSEs typically deal with a 
restricted set of resources in an 
ad hoc way: There is no 
common middleware that 
provides the uniformity needed 
to expand the scope of 
resources used by these 
applications.
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Vision for the Information Power Grid

The vision for “Grids” is to revolutionize the use of 
computing in science and engineering by making the 
construction and use of large scale systems of 
diverse resources as easy as using today’s desktop 
environments.

♦ It is the role of Grids – tools and middleware for 
widely distributed systems – to enable the degree 
of scalability in scientific and engineering 
computing necessary for NASA to address very 
large scale simulation and data analysis problems   



22
Vision for the Information Power Grid
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Standardized Services and Uniform Resource Interfaces
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Approach and Goals for IPG

♦ Grids are built through collaborative efforts, and at 
the same time facilitate collaboration: IPG is a 
collaboration among several NASA Centers and the 
NSF Supercomputer Center consortia (PACIs), with 
the Grid Forum providing “coordination” of man 
institutions world wide

♦ Deployment of existing technology (Globus [1], 
Condor [23], Grid portals [13], etc.) will provide for 
relatively rapid impact – IT/ANCS computing and 
storage resources are providing the prototype 
production IPG environment



24
Vision for the Information Power Grid

Approach and Goals

♦ NAS will provide the development and support for 
critical Grid services – this will ensure persistent 
and usable infrastructure across the NASA Centers

♦ Grid support for building collaboration services will 
both facilitate construction of the Grid and more 
readily provide collaboration tools to users

♦ The IPG operational model provides for easy user 
access across Centers and for local control of 
resources that are connected to IPG
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Approach and Goals

♦ Strong security will be provided from the start in 
order to address authentication, authorization, and 
infrastructure assurance in open science networks 
for both applications and Grid services

♦ As Grid services are debugged and validated they 
will be offered to CoSMO as a means of providing a 
uniform supercomputing environment – the 
production IPG represents a new service delivery 
model for NASA computing, data, and instrument 
resources
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Expected Outcomes

Grids will present a uniform usage and management 
interface to computing, collaboration, storage, and 
instrument systems, and provide the capability of 
dynamically and scalably connecting these into large, 
on-demand systems. This should lead to:

♦ Increased mobility of experience and access to 
computing and data by computational scientists

♦ Routine collaboration among NASA Centers and 
their university partners through ready and secure 
access to collaboration tools, remote instruments, 
and petabyte size data sets
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Expected Outcomes

♦ Easily used, application oriented, user interfaces 
(problem solving environments / workbenches) that 
provide access to powerful, diverse, and widely 
distributed resources

♦ Large-scale problem solving systems  that involve 
coupling multiple computational simulations and 
data archives will be built dynamically from 
aggregated resources to support scientific and 
engineering computing and data based activities 
that are not steady state - i.e. those that may require 
a different resource mix for every different problem
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♦ New approaches to laboratory science through the 
coupling of large-scale computing and storage 
systems to instrument systems in order to provide 
real-time analysis of experiment data and feedback 
based experiment control

♦ Standardized services and tools that make it easier 
to incorporate new computer architectures, data 
systems, and instruments into a usable application 
environment

♦ A pool of resources (not just within NASA) that has 
standardized capabilities, aggregation strategies, 
and management so that large-scale systems could 
be quickly built for emergency response situations
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The State of IPG

10/2000 Baseline Operational System

♦ Computing resources: ≈600 CPU nodes in half a 
dozen SGI Origin 2000s and several workstation 
clusters at Ames, Glenn, and Langley, with plans 
for incorporating Goddard and JPL, and ≈200 nodes 
in a Condor pool

♦ Wide area network interconnects of at least 
100 mbit/s

♦ Storage resources: 30-100 Terabytes of archival 
information/data storage uniformly accessible from 
all IPG systems via SDSC’s MCAT and SRB
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NTON-II/Supernet
NGI testbed

IPG Baseline System and
High Data-Rate (DX) Testbed

GRC

ARC

SDSC

Boeing

JPL
LaRC

GSFC

IPG/NREN initial 
QoS Testbed

CMU

NREN

MSFC

KSCJSC

EDC

NGIX

NCSA

HSCC
NGI testbed

200 node 
Condor pool



31
Vision for the Information Power Grid

State of IPG: Baseline Operational System (cont.)

♦ Globus providing the Grid common services

♦ Programming and program execution support
• Grid MPI (via the Globus communications library)
• CORBA integrated with Globus
• global job queue management
• high throughput job manager
• Condor [23] (“cycle stealing” computing)

♦ A stable and supported operational environment

♦ Several “benchmark” applications operating across 
IPG (multi-grid CFD code, parameter study)

♦ Multi-Grid operation (applications operating across 
IPG and NCSA)
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Notes on The Information Power Grid 
Architecture

♦ Problem Solving Environments are the user 
interface to Grids, and are supported by Grid 
toolkits for
• job submission, control, and tracking services
• workflow management for specific classes of 
applications (e.g. physics data analysis 
frameworks or aircraft design parameter study 
managers)

• policy based access control, etc.
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Grid Technology Vision

♦ Application development tools and services 
support various styles of programming in the Grid 
environment, as well as the development of Grid 
services themselves. E.g.:
• uniform data access methods developed in the 
DataGrid project [14] will form the foundation for 
global storage management services such as 
MCAT/SRB [22] and the Storage Access 
Coordination System (STACS), HRM (HPSS 
Resource Manager) [15]

• Globus I/O enabled MPI library provides 
coordinated, MPI communication between 
processes on separate systems
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♦ The “Grid Common Services” locate, schedule, and 
provide uniform views of the underlying resources. 
E.g.: resource access, naming and location, and 
co-scheduling for computing, networking, and 
instrument systems

♦ Resource managers provide the basic functionality 
and access for the actual resources
• some already exist - e.g. batch schedulers - 
however do not always support the required 
functionality (e.g. for advance reservation)
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Grid Common Services: Standardized Services and Uniform Resource Interfaces
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♦ Tools to implement the human interfaces
♦ Mechanisms to express, organize, and manage the workflow of a 

problem solution
♦ Access control
♦ E.g. SciRun [24], Ecce [25], “portals”, WebFlow [26],...
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Information Power Grid Vision

IPG will provide uniformity, location independence, 
and capabilities for building complex, on-demand, 
large scale distributed systems from computing, data 
storage, instruments, and intellectual resources that 
are spread across the NASA Centers and their 
partners.

This will lead to revolutionary new capabilities for 
solving large-scale science and engineering 
problems.
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